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Abstract
Purpose – This paper aims to test for a potential target accounts payable ratio and the determinants of
accounts payable ratio.
Design/methodology/approach – The author use data from 104 firms over the period 2000-2014 and
analyse these data using the system-generalised method of moments methodology.
Findings – The author find that Jordanian firms have a target accounts payable ratio and more than 65
per cent of the deviation from target is closed within a year. He find a positive impact of growth, positive
growth and supply of credit on the accounts payable ratio. Furthermore, large firms use less trade credit to
finance their purchases.

Research limitations/implications – A number of limitations affect this study to be considered in
future research. Future researchers could cover longer period of time. To generalise the results, non-listed
firmsmay be included in the sample.
Practical implications – In addition to extending the finance literature, this study has managerial
implications regarding trade credit policy. There is strong evidence that the trade credit policy is affected by
firm’s access towards capital market funds. Thus, regulators and policy maker should bear in mind that the
banking system should help firms to achieve their target accounts payable ratio. In addition, firm’s
management should be aware of the importance of trade credit to finance sales growth. All of these results
should assist firm managers to find the factors that affect the target accounts payable ratio, which ultimately
may affect the firm value and performance.
Originality/value – To the best of author’s knowledge, this is the first study on the partial adjustment
model and determinants of accounts payable in Jordan. Thus, the authors aim to contribute to the existing
literature, as there are very few studies test for target trade credit policy.

Keywords Financial management, Jordan, Financial constraints, Trade credit,
Working capital management, Accounts payable

Paper type Research paper

1. Introduction
Firms use trade credit (accounts payable) as a source of finance; this allows them to delay the
payment for goods purchased to the future. Recently, trade credit has represented a significant
portion of firms’ financing resources and may be higher than any other source of funds. In the
perfect capital market conditions, a firm’s financing decision is irrelevant, and firms cannot
increase their market value by changing the weights of the capital structure components
(Modigliani and Miller, 1958). However, the market is imperfect, and there are several market
imperfections – such as asymmetric information and agency conflicts – that may build some
restrictions on a firm’s ability to raise funds from the financial market. Several studies prove
that market imperfection is relevant, and its impact on financing decisions is determined by a
firm’s characteristics (Jensen and Meckling, 1976; Myers and Majluf, 1984; Fazzari et al., 1988).
Specifically, market imperfection has an effect on a firm’s financing decision for their purchases
of goods and services. In all types of economies and markets, trade credit represents a
significant portion of short-term finance. Evidence has been gained from market-based
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economy samples (Petersen and Rajan, 1995; Ferrando and Mulier, 2013; Tsuruta, 2015) and
from bank-based market firms (Niskanen and Niskanen, 2006; García-Teruel and Martínez-
Solano 2010); the same results have been found in transition economies (Delannay and Weill,
2004) and in developing countries (Ge and Qiu, 2007). Buying goods on account may be easier
than using bank credit or capital market instruments, especially for financially constrained
firms. However, trade credit is an expensive tool for firms to finance their purchases if the
payment is made after the discount period. The cost of financing a purchase may be very high
if the firm does not pay for the goods during the discount period [e.g. 2/10 net 30, effective cost
is 37.2 per cent per annum, Smith (1987)]. The unstable nature of financial markets in emerging
economies forces firms’ managers to consider trade credit as a good substitute for bank loans.
One of the main problems of capital market financing is cost and availability, where the
financial market may not provide firms with their funding needs, and, in some cases may,
increase the borrowing cost for firms. Furthermore, formal procedures for, and some
restrictions on, bank loan approval may reduce the flexibility needed by firms to adjust their
purchases of merchandise according to changes in themarket.

In this study, our main concern is to discuss the trade credit policy in Jordan. At the end
of 2015, trade credit represented 45 per cent of short-term liabilities and 33 per cent of total
liabilities[1], which is higher than any other source of debt used. Although, trade credit
represents a significant amount of funding sources, and very important area of financial
management among Jordanian firms, no empirical research has examined this topic using
Jordanian data. There are very few papers that analysed the working capital items in Jordan.
In the Jordanian environment, Abuhommous and Mashoka (in press) examine the target
accounts receivable ratio; they find that Jordanian firms have a target accounts receivable
ratio and quickly move toward that target. In addition, the paper by Abuzayed (2012)
examines the relationship between working capital management and Jordanian firms’
performance; the results show a positive relationship between the cash conversion cycle and
a firm’s profitability.

We aim to fill this gap, and this study examines whether Jordanian firms have a target
accounts payable level andmeasure the speed of moving toward this target, and we focus on
examining the factors that affect this target. Furthermore, in this study, we aim to examine
whether the main theories of trade credit can be applied to the Jordanian market.

Most of the previous studies based on sample from developed countries; there is very few
evidence from emerging markets, the Jordanian context differs somewhat from other
markets, as Jordanian firms depend heavily on banks to finance their investment, and bond
market is rarely used by firms.

The main contribution of this study is that it provides additional empirical evidence
regarding the accounts payable policy. The major body of accounts payable empirical
research examines the static model where it is implicitly assumed that firms adjust their
trade credit level instantly without bearing any cost to reach their target. However, in this
study we assume that Jordanian firms partially adjust their accounts payable level because
there are some costs and benefits that must be considered. Consequently, we use the partial
adjustment model to explain the dynamic nature of changing the accounts payable level.

Because the variables used in this paper may simultaneously be determined and we have
the heterogeneity problem between firms, we use the system-generalised method of
moments (system-GMM).

We find that Jordanian firms have a target accounts payable level and bear some costs to
partially move toward this target, the speed of adjustment being lower than that found in
studies of developing countries; this is due to the oligopolistic financial structure, which
increases the adjustment cost. Furthermore, we find that larger firms depend less on trade

Target
accounts

payable ratio

485



www.manaraa.com

credit to finance their purchases. Also, our results confirm that firms with growth
opportunities and positive growth are using more trade credit to finance their growth. In
addition, we find that as a firm’s level of purchases increases, its trade credit also increases.
Finally, the paper examines the possible effect of financial constraints on the accounts
payable policy. Thus, we use the endogenous switching regression estimator to explore the
financing effect on the accounts payable level.

The rest of this paper is organised as follows. Section 2 presents the theoretical
background of the study. Section 3 shows the main determinants of target accounts payable
and development of hypotheses. Section 4 contains the data collection and methodology.
Section 5 presents the main results. Section 6 explores the financial constraints and accounts
payable level. We include the conclusion in the final section.

2. Theoretical background
The financing decision is very important for any firm’s management. Modigliani and
Miller (1958) show that under perfect market conditions, a firm’s value should not be affected
by the financing decision, and changing a firm’s capital structure is irrelevant. However, the
market is imperfect; firms face financial constraints on raising funds from the capital market,
and financial costs of funds may differ from one firm to another. Several studies show that
the degree of the financial constraints is affected by the firm’s characteristics (Fazzari et al.,
1988). Furthermore, many studies show that a firm’s capital structure is affected by the firm’s
characteristics (Booth et al., 2001). However, accounts payable is different from other
financing sources because the lender is the supplier of goods for the borrower. Therefore, this
unique relationship changes the way that firms look at accounts payable when deciding
whether to use it as a financing tool. In addition to its financing role, accounts payable has
many benefits for firms (Ferris, 1981; García-Teruel and Martínez-Solano, 2010). First, firms
can match their payments to suppliers and cash received from customers, so it can reduce the
disparity between cash inflow and cash outflow. Second, customers use accounts payable as
a facility to assess and evaluate the quality of purchases. Finally, financially constrained
firms tend to use trade credit to overcome market imperfections, where the high cost and
unavailability of capital market funds can be avoided by using trade credit. Danielson and
Scott (2004) found that trade credit is acting as a complement to bank loans.

2.1 Trade credit theories
In a perfect market, trade credit should not exist. Firms demand trade credit due to an
asymmetric information problem and agency cost in product and financial markets
(Lewellen et al., 1980; Mian and Smith, 1992). Different theories have been presented to
explain the demand for and supply of trade credit. In this section, we aim to provide a brief
description of these theories.

First is transaction cost theory. During stable market demands, firms are more likely to
purchase goods on a regular basis. Paying at each time of purchase is costly for firms.
Therefore, firms that are looking for payment flexibility are paying for purchases at the end
of each period, which decreases the cost of transaction (Ferris, 1981). In addition, firms can
better manage their cash if they pay for purchases at predetermined dates, where firms can
decrease the amount of cash reserves and match supplier payments and cash received from
customers. Trade credit reduces the transaction cost associated with fluctuating sales and
seasonality, where sellers cut the inventory level during low demand seasons by granting
more credit to their customers. Thus, holding and financing costs of inventory would
decrease.
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Second, trade credit is another instrument for firms to finance their assets. Using trade
credit is crucial in the presence of the asymmetric information problem in financial markets.
Thus, less creditworthy firms find themselves financially constrained and their suppliers
play a financing role as well as their selling role (Schwartz, 1974). There is less of an
asymmetric information problem between sellers and customers; consequently, suppliers
with good access to the financial market act as intermediaries between financial markets
and their customers. Suppliers may use funds from the financial market to finance accounts
receivable of financially constrained customers. Petersen and Rajan (1995) introduce three
competitive advantages of suppliers over financial institutions financing less creditworthy
customers. First, a supplier knows more about their customer’s business because of the
regular interaction with them. Second, a seller can observe any early warning signs of
customer default and can control supplies if the customer shows negative signs of business.
Finally, the liquidation cost of seized products in the case of borrower bankruptcy is lower
for suppliers than financial institutions, due to ease of access for suppliers to selling points.

Third, trade credit can be used as a price discrimination tool (Brennan et al., 1988; Mian
and Smith, 1992). Firms with a high profit margin increase their market share and customer
base by granting trade credit to customers. Creditworthy customers pay for their purchases
within the discount period, where they use internal or external funds to finance their
purchases. On other hand, customers with financial difficulties prefer to pay after the
discount period once they have received cash from selling. Thus, trade credit changes the
selling price in an indirect way, depending on a customer’s financial status.

3. Determinants of target accounts payable management policy
Most previous studies have used the static model for trade credit (Petersen and Rajan, 1995;
Niskanen and Niskanen, 2006). However, the static model assumes that firms are in
equilibrium, where they are always at the target accounts payable ratio. The static model
ignores the fact that there are some costs involved to reach the target ratio. This study is
very close to the study of García-Teruel and Martínez-Solano (2010), where we use the
dynamic model of accounts payable. In our dynamic model, we assume that firms bear some
cost to reach the target accounts payable ratio, where being off target has costs as well.
Thus, our dynamic model is more realistic and assumes that firms partially reach their
target ratio. We aim to find the speed of adjustment to the target accounts payable ratio by
using the partial adjustment model, where firms partially move toward their target by
balancing between the costs and benefits of being on and deviating from target.

Thus, our main independent variable in this study is the lagged value of accounts
payable, which measures the target accounts payable policy. The main hypothesis is,
therefore, formulated as follows:

H1. Firms have target accounts payable ratio.

Therefore, we expect the target accounts payable ratio to be affected by several control
variables, such as size, age, internal finance, credit availability and cost, assets maturity,
sales growth and supply of trade credit. Table I shows the expected relationship between
the accounts payable ratio and the explanatory variables.

3.1 Creditworthiness and access to the capital market
According to Petersen and Rajan (1995), customers with high credit quality tend to be more
often offered trade credit by suppliers because these customers will be more able to repay
their debt than less creditworthy customers. They measure creditworthiness by the size and
age of a firm, and they argue that large and mature firms are more likely to be offered trade
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credit, as these firms are well known and have a better reputation with a lower risk than
small and young firms. On other hand, Niskanen and Niskanen (2006) argue that large and
mature firms use less trade credit because they have good access to the capital market, and
they have fewer investment opportunities than smaller and younger firms. Therefore, we
expect a negative impact of the creditworthiness proxies of size and age on demand for
accounts payable.

3.2 Internal financing
Myers and Majluf (1984) argue that firms follow a pecking order in their financing choice,
where asymmetric information and market imperfection lead firms to use their internal
sources of funds before using external sources. So, firms with a higher internal cash flow
decrease their demand for accounts payable. The usual expectation is that firms with high
internal funds have lower accounts payable.

3.3 Credit availability and cost
Bank loans may be a perfect substitute for accounts payable, where the availability of
short-term and long-term financing can affect the demand for trade credit (Danielson and
Scott, 2004). Yang (2011) proves that bank loans and trade credit are substitutes for each
other in strong economies and complementary in weak economies. However, financially
constrained firms may use accounts payable rather than bank loans. But Smith (1987) shows
that the cost of trade credit will be very high if the firm does not pay within the discount
period. Thus, firms prefer to pay at the end of the discount period. If a firm is not able to
stretch its accounts payable period, then bank loans will be a good substitute. Thus, we
expect the availability of bank loans to decrease the use of trade credit.

One of the most important factors that a firm can use to compare between trade credit
and bank loans is their cost. Thus, when the cost of bank loans is high, firms demand more
trade credit. Therefore, we expect a positive relationship between the financial cost of debt
and accounts payable.

3.4 Assets maturity
Firms tend to match the maturity of financing sources – liabilities and owner’s equity –with
investment in assets. Therefore, firms use trade credit to finance the variable part of current
cost. Myers (1977) argues that firms reduce the agency cost problem between shareholders
and debt holders by matching between investment maturity and their financing resources.

Table I.
Determinants of
accounts payable

Factor
Relationship with accounts
payable Explanation

Creditworthiness Positive
Negative

More able to repay trade credit
Have good access to funds

Internal financing Negative More capacity to finance purchases
Credit availability Negative More capacity to finance purchases
Credit cost Positive Trade-off between cost of debt and

accounts payable
Asset maturity Positive Use current assets to match trade credit
Sales growth Positive Accounts payable to finance sales
Supply of trade credit Positive High purchases financed by accounts

payable
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Following Niskanen and Niskanen (2006) and García-Teruel and Martínez-Solano (2010), we
use current assets over total assets to measure the assets maturity hypothesis. We expect
firms to use trade credit to finance their short-term investment in current assets.

3.5 Sales growth
Firms with sales growth need to invest more in assets. Mairesse and Siu (1984) and Abel and
Blanchard (1986) use the sales accelerator model to explain the investment behaviour of
firms; they argue that firms increased their investment as their sales increased. Thus, firms
use trade credit to finance the new investment in current assets. Following Petersen and
Rajan (1995), we test for the impact of positive growth and negative growth. Thus, we
expect firms with positive growth to demand more trade credit to finance some of their
investment in current assets. We expect suppliers to shrink their willingness to offer trade
credit if their customers are negatively growing.

3.6 Supply of trade credit
A high volume of purchases refers to a high level of trade credit offered by suppliers, so we
control for this by including the amount of purchasing in the model (Deloof and Jegers, 1996;
Niskanen and Niskanen, 2006; García-Teruel and Martínez-Solano 2010). We expect a high
level of purchases to increase the demand on trade credit.

4. Method and data
4.1 Method
As presented in Section 3, we show that target trade credit policy, measured by accounts
payable, is explained by several factors. Thus, target accounts payable ratio can be
explained by the following variables:

Target accounts payable ¼ f Creditworthiness; Internal financing;ð
Credit availability and cost; Assetsmaturity;
Sales growth; Supply of trade creditÞ

We use the ratio of accounts payable to total sales as a proxy for trade credit (PAY). We use
two proxies to measure creditworthiness. The first proxy is SIZE of the firm, measured by
the natural log of sales. The second proxy is the firm’s AGE, measured by the natural log of
(1þAGE). The age of the firm is the number of years as it was established. In the first years
of their life, firms tend to show high concern about their reputation, and so, to consider this
nonlinear relationship between a firm’s age and its credit quality, we add AGE squared to
the model (AGE2). Internal financing is measured by net income plus depreciation over total
assets (CFLOW). We measure the short-term financing (STFIN) by short-term debt over
total assets, and we measure the availability of long-term financing by long-term debt over
total assets. We measure the cost of external financing by financial expense over short- and
long-term loans minus accounts payable (FCOST). Sales growth (GROWTH) is measured by
salestminus salest-1 over salest-1 (Deloof and Jegers, 1999; Niskanen and Niskanen, 2006). To
test the impact of positive and negative sales growth, we multiply the sales by dummies,
where positive growth (PGROWTH) is the variable GROWTHmultiplied by 1 if the value of
growth is positive and multiplied by zero otherwise. We measure negative growth
(NGROWTH) by multiplying the variable GROWTH by 1 if its value is negative, and zero
otherwise. Credit supply is measured by the ratio of purchases to total assets. We use the
ratio of current assets over total assets to measure the assets maturity (CRASSETS). PURCH
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is purchases over total assets. To control for possible outliers, we re-estimate the model,
where all key variables are winsorised at 1 per cent from low and high values; the results are
qualitatively similar.

The speed of adjustment toward the target credit policy ratio can be presented as follows:

PAYi;t � PAYi;t�1 ¼ d PAY*
i;t � PAYi;t�1

� �
(1)

where, PAY is the accounts payable ratio, and d is the change of the accounts payable ratio
relative to the target ratio, with a value of between 0 and 1.

PAY*
i,t is the target accounts payable ratio estimated from the following equation:

PAY*
i;t ¼ b

0
Xi;t þ ui;t (2)

Xi,t is a vector of explanatory variables used to predict the accounts payable ratio.
ui,t is the error term.
If we substitute for PAY*

i,t in equation (1) and rearrange the terms, our estimation model
of speed of adjustment becomes:

PAYi;t ¼ 1� dð ÞPAYi;t�1 þ d b
0
Xi;t þ Fi þ g t þ « i;t (3)

The speed of adjustment is measured by d , which is equal to 1 minus the coefficient of
PAYi,t�1, where the adjustment cost is inversely related to the value of d . If d is close to 1,
the speed of adjustment is high and firms move toward the target ratio quickly because
the adjustment cost is too low and PAY*

i;t ¼ PAYi;t . When d is 0, it means that firms are
not moving toward the target ratio and PAYi,t = PAYi,t�1. Fi represents the time-
invariant unobservable firm-specific effect, and g t the time-specific effect. As suggested
by Hsiao (1985), the ordinary least squares (OLS) estimator is biased because the
correlation between the unobservable firm-specific effect Fi and other independent
variables in the model is non-zero. In addition, the OLS estimator will provide
inconsistent results because the lagged value of the dependent variable PAYi,t�1 is
correlated with the Fi that is constant. If we take the first difference the firm-specific effect
Fi is eliminated. However, the correlation between « i,t

_ « i,t�1 and PAYi,t�1
_ PAYi,t�2

cannot be removed because there is correlation between « i,t�1 and PAYi,t�1, which leads to
the endogeneity problem. In addition, the endogeneity problem arises because all of the
independent variables used in the model are simultaneously determined. Arellano and
Bond (1991) propose the difference-GMM estimator where the unobserved firm-specific
effect is removed by taking the first difference. Furthermore, to overcome the endogeneity
problem that appears due to the correlation between « i,t�1 and PAYi,t�1, they used
additional instruments that resulted from using the orthogonality conditions that exist
between disturbances and the lagged values of the dependent variable, where valid
instruments correlated with the independent variables but not with the error term.
However, Blundell and Bond (1998) prove that the instruments resulting from difference-
GMM may suffer from the weak instrument problem, if the time dimension of the panel is
short and the time series is persistent. The weak instrument problem arises because the
instruments are only weakly correlated with the endogenous explanatory variable. Blundell
and Bond (1998) combine the moment conditions for the differenced model with those for
the levels model, and they call it the system-GMM estimator. They document that the
lagged first-differenced and lagged levels instruments are part of the instrument set, which
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estimates a system of two simultaneous equations; the first equation is the levels
equation where the lagged value of the first difference of the independent variables is
used as an instrument, and the other equation is the first difference where the lagged
levels of the independent variables are used as instruments. Here the system-GMM
treats this system as a single-equation estimation problem. In a small sample, they
prove that the system-GMM has more precision and is less biased. The system-GMM is
more efficient if we use a two-step estimator than using a one-step estimator[2]. In this
study, we have a small sample, and therefore the estimated asymptotic standard error
of the two-step estimator is downward biased. So, we apply the two-step system-GMM
with corrected standard error using the method proposed by Windmeijer (2005).
However, the two-step system-GMM estimator suffers from the problem of having
many instruments, where the number of instruments is high relative to the number of
cross sections. To avoid this problem, we do not use all available instruments. For
consistent and correctly specified estimation from the system-GMM estimator, we
should use valid instruments, where these instruments should not correlate with the
error term. We apply the Hansen-J test, which examines the validity of the used
instruments, under the null hypothesis that the instruments are uncorrelated with error
term. Furthermore, if the errors « i,t are correlated over time in the dynamic model, the
GMM estimator is inconsistent, and thus, it is important to test for serial correlation. In
particular, serially uncorrelated errors « i,t should have first-order serial correlation but
not higher than that, where D« i,t are correlated with D« i,t�1 but not with D« i,t�k for k ≥
2. We test for first-order (AR 1) and second-order (AR 2) serial correlation using the test
proposed by Arellano and Bond (1991), under the null hypothesis that there is no serial
correlation.

4.2 Data
Our sample consists of all publicly traded non-financial Jordanian firms listed at the Amman
Stock Exchange for the period 2000-2014. Our data from annual financial statements were
taken from Osiris, which was developed by Bureau Van Dijk. Thus, our final sample
contains 104 firms for the period 2000-2014.

Table II shows a common size balance sheet of our sample. We can see that average
accounts payable to total assets in the sample is 12.44 per cent, which represents a
significant amount of a firm’s financing resources. It is higher than any other source of
debt finance (either short-term or long-term), where the percentage is 7.55 and 8.58 for
credit banks and long-term loans, respectively, indicating that accounts payable is
considered a good source of finance. At the start (in 2000), accounts payable represents
14.4 and 39 per cent of total assets and current assets, respectively. These ratios show a
downward trend until 2007, when, after the global financial crisis of 2007-2008, they
start to go upward; the highest ratio was in year 2014. This shift in slope indicates that
before the financial crisis firms tended to use less trade credit to finance their purchases
and made more use of bank loans. However, after the financial crisis banks started to
impose more restrictions on loans to firms, especially on long-term finance, and
consequently firms began to shift toward trade credit finance. The percentage of
accounts payable to total debt trends downward between 2000 and 2007, and trends
upward from 18 per cent in 2007 to reach 33 per cent in 2014, which also indicated the
importance of accounts payable as a source of finance. Table IV shows the descriptive
statistics of the sample, the PAY ratio is around 0.155. This also confirms the economic
importance of accounts payable.
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Table II.
Balance sheet for all
firms in the sample
for 2000-2014. The
value of each item is
calculated as the sum
of all firms averaged
by total assets for all
firms in each year.
The sample contains
104 non-financial
firms listed on the
Amman stock
exchange
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Table III shows the correlation between the coefficients of the variables. The highest
correlation is between PURCH and PAY (correlation = 0.4633) which indicates the
importance of the firm’s purchases on the demand for accounts payable. Also, we find a
positive relationship between PAY and SIZE, STFIN, FCOST and CRASSETS. PAY has a
negative correlation with CFLOW, LTDEBT and GROWTH.We can see that the correlation
between variables is low, indicating the multicollinearity problem does not exist. In addition,
the variance inflation factor was examined to test for multicollinearity. The test result was
1.19, indicating, as it is below 10, that the multicollinearity problem does not exist (Table IV).

5. Results
The results in Table V show the Hansen-J test for validity of the instruments. The p-value is
higher than 10 per cent which suggests that the instruments are not correlated with the error
term. The p-value of the AR 2 test is less than 5 per cent which suggests that our models are
well specified.

The coefficient of the lagged value of the dependent variable PAYt�1 is positive and
statistically significant at 1 per cent. This is consistent with H1 that the dynamic model is
the best for modelling accounts payable adjustment. Thus, the static model is not realistic,
and Jordanian firms have a target accounts payable ratio and partially move toward this
target. The value of this coefficient is about 35 per cent, and thus the adjustment speed d is

Table III.
Correlation matrix

between coefficients

PAY SIZE CFLOW STFIN LTDEBT FCOST GROWTH CRASSETS PURCH

PAY 1.000
SIZE 0.129 1.000
CFLOW �0.013 0.018 1.000
STFIN 0.119 0.005 �0.088 1.000
LTDEBT �0.067 0.165 �0.062 �0.032 1.000
FCOST 0.012 �0.007 0.012 �0.037 �0.036 1.000
GROWTH �0.035 �0.033 �0.014 �0.036 �0.029 0.007 1.000
CRASSETS 0.135 0.151 0.226 0.226 �0.259 0.006 �0.062 1.000
PURCH 0.463 0.150 0.013 0.252 0.159 0.013 �0.031 0.368 1.000

Note: See Section 4.1 for variables definition

Table IV.
Descriptive statistics

Variable Mean Median Perc. 25 Perc. 75

PAY 0.055 0.038 0.018 0.070
SIZE 16.93 16.81 16.012 17.74
AGE 29.80 23 20 39
CFLOW 0.057 0.109 0.027 0.236
STFIN 0.816 0.371 0.24 0.624
LTDEBT 0.054 0.075 0 0.752
FCOST 0.271 0.064 0 0.101
GROWTH 0.119 0.057 �0.083 0.201
CRASSETS 0.441 0.440 0.258 0.753
PURCH 0.469 0.366 0.186 0.60

Note: See Section 4.1 for variables definition
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65 per cent per year, which suggests that Jordanian firms have a target accounts payable
level, and it takes about one and a half years to adjust the deviation toward this target.

Firms with high creditworthiness would have good access to funds from financial
markets. The results confirm this hypothesis; we find the coefficient of the firm size is
statistically significant and has a negative impact on the demand for trade credit. Thus,
firms can use financial markets to finance purchases. This finding is consistent with
Delannay andWeill (2004) and García-Teruel and Martínez-Solano (2010). However, we find
no evidence to support that the variables AGE and AGE2 can affect the accounts payable
ratio; the sign of these two variables was as we expected, but not statistically significant.

The demand for credit from suppliers is affected by a firm’s growth, as they need new
investment. We find that the coefficient of GROWTH is positive and statistically significant;
this confirms that growth firms are more likely to finance part of their new investment using
trade credit. In addition, we find that the coefficient of positive growth is statistically
significant and positive, which supports our hypothesis that firms tend to ask for more trade
credit to finance their expansion, and suppliers are more willing to offer trade credit to
growth firms because they trust them more. However, we find no evidence to support that
negative growth can affect the trade credit offered by suppliers. The result for the
availability of internal finance (CFLOW) is positive but not statistically significant at any
conventional level. The results also show that the availability and cost of external finance

Table V.
Determinants of
accounts payable,
dependent variables:
PAYt,i

Model 1 2

PAYt�1 0.34*** (3.93) 0.352*** (4.09)
SIZE �0.02** (�2.35) �0.018** (�2.39)
AGE �0.177 (�1.29) �0.124 (�0.82)
AGE2 0.02 (1.35) 0.0198 (0.86)
GROWTH 0.041* (1.71)
NGROWTH �0.032 (�0.56)
PGROWTH 0.057** (2.38)
CFLOW 0.001 (0.03) 0.0043 (0.96)
STFIN 0.106 (1.29) 0.061 (0.71)
LTDEBT 0.104 (1.38) 0.076 (0.99)
FCOST 0.0067 (0.73) 0.003 (0.46)
PURCH 0.069*** (2.56) 0.08*** (2.69)
CRASSETS �0.04 (�1.13) �0.063 (�1.40)
AR(1) P = 0.029

Z =�2.18
P = 0.005
Z =�2.78

AR(2) P = 0.547
Z =�0.60

P = 0.273
Z =�1.10

J-TEST Chi2(27) = 28.3
P = 0.396

Chi2(26) = 25.78
P = 0.475

Notes: Estimates of the basic regression specification

PAYi;t ¼ 1� dð ÞPAYi;t�1 þ d b 0Xi;t þ Fi þ g t þ « i;t (3)

See Section 4.1 for variables definition. All of estimations have been carried out using two-step system-GMM
z-statistics in brackets, Two-step results using robust standard errors corrected for finite samples (using
Windmeijer’s, 2005, correction). AR(i) is a serial correlation test of order i using residuals in first differences,
asymptotically distributed as N(0,1) under the null of no serial correlation. J-test is a test of the over-identifying
restrictions, asymptotically distributed as x2 under the null, degrees of freedom in brackets. ***, ** and * indicate
coefficient is significant at 1, 5 and 10% level, respectively. The system-GMM estimator uses a lag length of
2 and 4 for instruments in the first-differenced equations and a lag length of 1 in the level equations
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have no effect on the accounts payable level, where the coefficients of variables STFIN,
LTDEBT and FCOST are not statistically significant. The coefficient of supply of trade
credit measured by purchases (PURCH) is positive and statistically significant. The results
confirmed our expectations that a firm increases its level of purchasing as the supply of
trade credit increases. Empirically, this finding is consistent with the findings of Niskanen
and Niskanen (2006) and García-Teruel andMartínez-Solano (2010).

Finally, the variable CRASSETS is negative but not significant, in contrast to the results
of Petersen and Rajan(1995) and Niskanen and Niskanen (2006). Thus, we find that
Jordanian firms are not using trade credit to finance their current assets. García-Teruel and
Martínez-Solano (2010) find the same results and conclude that the substitution effect
between accounts payable and bank loans explains why firms do not only depend on trade
credit to finance their current assets.

6. Financial constraints and accounts payable policy
Most of the previous studies find that a firm’s characteristics are important
determinants of the firm’s credit policy. One of the factors that affect a firm’s demand
for accounts payable is its ability to access capital markets. Therefore, financially
constrained firms may demand more trade credit to finance their purchases. The degree
of the financing constraints is highly affected by the asymmetric information problem,
whereby it is assumed that firms have more information than capital market
participants. Thus, investors may not provide firms with the required amount of money
to finance their investment. In competitive capital markets, Greenwald et al. (1984)
show that credit rationing may occur if there is asymmetric information between firms
and funds providers. Hence, the availability of funds may affect the firm’s investment
level. Many studies have examined the impact of financial constraints on firm
investment (Fazzari et al., 1988; Hovakimian and Titman, 2006; Almeida and
Campello, 2007). These studies use a proxy to measure the unobservable financial
constraints, where this proxy is used to divide firms into financially constrained and
financially unconstrained firms. In this study, we will use three dividing criteria to
segment firms. First scheme – Fazzari et al. (1988) proposed that firm size can affect the
firm’s accessibility to the financial markets, where they assume that large firms are less
financially constrained because they have better access to the capital market.
Therefore, we rank firms based on their size (total assets), where we consider firms that
have a value above the sample median to be financially unconstrained firms, and firms
with a value lower than the sample median to be financially constrained firms. Second
scheme – previous studies have found that mature firms have a long relationship with
capital market participants; hence, these firms have lower asymmetric information.
Thus, mature firms are assumed to have good access to the capital market and face
lower financial constraints. We sort firms according to their age and segment firms into
two groups, mature and young firms, where mature firms have a value higher than the
median of the sample. Third scheme – we rank firms based on their dividend policy,
where firms that are paying low dividends are assumed to be financially constrained;
these firms expect to encounter some difficulties in raising money from the capital
market and therefore prefer to pay low dividends (Fazzari et al., 1988). Thus, following
Cleary (2006), we divide firms into low dividend paying, those firms with a value lower
than the sample median, and high dividend paying, those with a value higher than
sample median. Table VI shows the univariate analysis to measure if there were
significant differences between the explanatory variables studied in relation to the
scheme that each firm was assigned to. For this purpose, we performed a t-test of the
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Test of mean
differences between
constrained and
unconstrained firms
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mean between firms that were assumed to be financially constrained and financially
unconstrained. Most of the variables show that there are statistical differences between
the explanatory variables, depending on the segmentation scheme. The differences
were found in only a few variables. We further expand the analysis and run the main
model in equation (3) for each group; the results in Table VII show the estimated
coefficients of the explanatory variables for each group. Even though we find some
differences between the estimated coefficients of the two groups, the difference of the
estimated coefficients is not statistically significant at any conventional level. The
method of dividing firms according to certain firm criteria is subjective, and the results
may be affected by the sample splitting point (Moyen, 2004). Hovakimian and Titman
(2006) use the endogenous switching regression estimator (Maddala et al., 1994;
Maddala, 1986). This method estimates each accounts payable regression without a
priori separation of firms into financially constrained and unconstrained groups. The
main benefit of this method is that the firm’s multiple characteristics endogenously
determine the probability of the firm to be financially constrained, whereas the
traditional approaches of separating are using only one criterion each time. Also, it
enables us to avoid using many interaction terms if we want to use more than one
splitting criterion. Thus, this method assumes the model is composed of the system of
three equations (estimated simultaneously):

PAY1it ¼ b 1Xitþ«1it (4)

PAY2it ¼ b 2Xitþ«2it (5)

y*it ¼ l Zit þ uit (6)

where PAY is the accounts payable ratio of firm i at time t, Xit are the explanatory variables
of the accounts payable level, and « is the error term. Equations (4) and (5) are the structural
equations of the system for the accounts payable regression for financially constrained and
unconstrained firms. Equation (6) is the selection equation that establishes the propensity of
the firm to be in either regime 1 or regime 2. Zit are the determinants of a firm’s likelihood of
being in Regimes 1 or 2 at time t. Observed accounts payable is given by:

PAYit ¼ PAY1it if y*it < 0;
PAYit ¼ PAY2it if y*it � 0

(7)

where y*it is a latent variable that gauges the propensity of the firm being in Regimes 1 or 2.
Thus, in the endogenous switching regression estimator, firms switch from one regime to
the other over time when the propensity (y*itÞ of being financially constrained or
unconstrained reaches a certain unobservable threshold value. The parameters b 1, b 2
and l are vectors of parameters and will be estimated via maximum likelihood. To control
for the unobserved firm-specific fixed effect, all estimations are based on the first difference.
Also, we add year dummies to control for the firm year-specific effect.

The results from equations (4) to (7) provide us two regimes of firms that vary according
to their accounts payable policy; however, we cannot determine whether a specific firm is
financially constrained[3]. The results in Table VIII show the estimations from the
endogenous switching regression model. Panel A shows the results from the structural
accounts payable equations for the two regimes, financially constrained and unconstrained
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firms. The results show in both regimes that the lagged value of accounts payable is
positively related to the accounts payable ratio, but we find no statistical difference between
the estimated coefficients in the two regimes. Also, we find no evidence that the accounts
payable policy is different between the two regimes, the p-values are higher than any
conventional level. We conclude that the accounts payable policy is not affected by financial
constraints. The estimates of the selection equation, demonstrated in Panel B, show that all
of the splitting criteria have a significant impact on the propensity of a firm to be assigned in
a certain accounts payable policy regime. Mature, larger and dividend paying firms are
more likely to be in the unconstrained regime.

7. Conclusion
In recent years, capital and money markets have encountered many financial crises.
The market participants lost some of their faith in the financial market as a reliable
source of funds. Hence, firms began to look for alternative sources of funds to finance
their purchases. Thus, buying goods on credit from sellers represented a significant
part of a firm’s financing policy, even though its cost, if paying after the discount
period, is higher than bank loans. Firms consider trade credit as an alternative to bank
loans for financing purchases for the following reasons: difficulty of accessing bank
loans, lower transaction cost, reduction in information asymmetry between buyer and
seller and better cash balance management. We aim in this study to provide further
empirical evidence of the determinants of accounts payable in publicly traded firms,
whether these firms have a target account payable ratio and to measure the speed of

Table VIII.
Endogenous

switching regression
model of accounts
payable regression

Accounts payable
Regime 1 (Unconstrained)

Accounts payable
Regime 2 (Constrained)

p-values for
coefficient
differencesCoefficient t-statistics Coefficient t-statistics

Panel A. Accounts payable regression
PAYt�1 0.518 14.30*** 0.679 6.61*** 0.380
GROWTH 0.001 0.62 0.002 0.62 0.391
CFLOW �0.003 �3.21*** 0.002 0.17 0.362
STFIN �0.001 �0.00 0.076 1.14 0.231
LTDEBT 0.0066 0.45 0.284 2.49** 0.125
FCOST 0.0009 4.75*** 0.0001 0.28 0.124
PURCH �0.011 �1.98** �0.013 �0.47 0.519
CRASSETS 0.003 0.40 0.152 2.46** 0.254

Panel B. The selection equation
Model Coefficient t-statistics
Intercept 4.31 17.30***
SIZE 0.169 12.53***
AGE 0.202 5.102***
Dividend payout ratio �0.433 �10.63***

Notes: This table displays results from the endogenous switching regression of the accounts payable
regressions. See Section 4.1 for variables definition. The regression uses the first difference, and year
dummies are included. In the selection equation, the dependent variable is coded 1 for the first accounts
payable regime and coded 0 for the second accounts payable regime. SIZE is the firm size, measured by the
natural log of sales. The second proxy is the firm’s AGE, measured by the natural log of (1 þ AGE). The
age of the firm is the number of years since it was established. Dividend payout ratio is the dividend paid
over total income
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adjustment toward this target. We use panel data with system-GMM estimation, which
enables us to consider the problems of heterogeneity between firms, and control for the
endogeneity problem between model variables. Our main finding is that Jordanian
firms have a target accounts payable ratio and partially move toward this target,
needing about one and a half years to achieve it, which allows us to contribute to the
debate on the usefulness of the dynamic model in understanding the firm’s trade credit
policy.

Furthermore, we find that firms with good access to financial markets are using less
trade credit. Large firms use less credit because they have better credit quality due to
their reputation, and they have a lower asymmetric information problem. During a
growth period, financial markets may impose constraints on firms due the agency
problem. Therefore, firms prefer trade credit. We find a positive relationship between
growth and positive growth with accounts payable, and no relation with negative
growth. Furthermore, we find that when firms increase their purchases, they use more
trade credit. We find no evidence to support that the age of firms, internal cash flow,
short-term debt and the financial cost of debt affect trade credit policy. Also, we find
that firms do not match their accounts payable with their current assets. This paper
shows the importance of accounts payable as a financing source for firms, especially in
emerging markets such as in Jordan.

In addition to extending the finance literature, this study has managerial implications
regarding trade credit policy. There is strong evidence that the trade credit policy is affected
by firm’s access toward capital market funds. Thus, regulators and policy maker should
bear in mind that the banking system should help firms to achieve their target accounts
payable ratio. In addition, firm’s management should be aware of the importance of trade
credit to finance sales growth. All of these results should assist firm managers to find the
factors that affect the target accounts payable ratio, which ultimately may affect the firm
value and performance. A number of limitations affect this study to be considered in future
research. Future researchers could cover longer period. To generalise the results, non-listed
firms may be included in the sample.

Notes

1. Author’s calculations.

2. Step GMM is too restrictive where it is efficient if the errors are homoscedastic and not correlated
over time.

3. Refer (Maddala 1986) and (Hovakimian and Titman 2006) for further information about this
methodology.
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